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Abstract. Peer-to-peer based applications have demonstrated their interest in specific fields like file-sharing or large-scale distributed computing. Few works study the viability of peer-to-peer based continuous media applications. In this context, we get concerned with developing a framework that provides a service of transmission of a single source data flow with the characteristics and requirements of non-interactive audio and video live streaming. To perform experimentation, we have developed an application that uses a simple peer-to-peer protocol that can be easily changed, and can be used as a framework to test different protocols to build and maintain overlay network. We have carried out some tests and measurements in an hybrid approach to evaluate the quality of the application with its protocol and to offer a base to the evaluation of future protocols.

1 Introduction

Nowadays popular radio stations offer the possibility of retrieving their emission over the Internet. However, if the public massively used this service, required resources would be huge. Also, when some program is especially requested, if available resources are not heavily oversized it will not be possible to offer a quality emission to all listeners. With an application like ours, where user nodes also act as relayers, a solution to those difficulties could be provided.

In another scenario, a peer-to-peer application-level multicast approach enables anyone with an ordinary Internet connection to broadcast to potentially any number of listeners. Such a tool could contribute to the use of Internet as a communication media from anyone to many others, and, therefore, assisting to develop the right to free speech.

Radio and video live streaming from a single source to multiple receivers is an area of growing interest that poses some difficulties. With non-interactive streaming, latency constraints are softened but jitter constraints remain. In this work we have concentrated on the issues of efficient data transmission from one sender to a high number of receivers, addressed to non-interactive radio or video live streaming.

** This work has been carried out during an internship at LIP6.
The traditional approach uses a different unicast data stream between the
sender and every receiver. As lower layers does not use the fact that the data to
send are the same for every receiver, the required resources of broadcasting to
N receivers are N times those of sending to one of the receivers. Also processing
and network resources will have to be proportioned to the number of receivers.

Some standards have been developed providing a multicast service. At net-
work layer, some additions to IP have been thought up, and the new IPv6
includes them. Also, at transport layer several protocols have been proposed.
However no protocol have been really deployed for general use.

Application-level multicast offers a certain efficiency for one-to-many trans-
misions keeping lower layer protocols unchanged. Even if remaining out of un-
derlying layers imposes us certain limitations in efficiency, application-level mul-
ticast provides us with several possibilities. On the one hand, it can be used to
put in practice some multicast techniques and improve them. On the other hand,
it permits to develop and use applications that require and can take advantage
of a multicast service. Our work uses this kind of approach.

To develop an application-level multicast service, some agents must cooperate
relaying received data to others. We have chosen a non-hierarchical approach,
where every node has the same category, being a client when requesting the
data flow and being a server when retransmitting the data flow to the nodes
that require it. That is, we use a peer-to-peer network to put into practice the
multicast service. All nodes have the same behavior except for the root, which,
instead of requesting the data flow to relay it, provides the data flow itself and
introduces it at first into the network. Many peer to peer networks have been
developed where users transmit and share files, that is, static content; but what
we are transmitting is a data flow, with dynamic nature and time constraints.

The rest of this paper is organized as follows. Section 2 outlines our frame-
work, describing the service provided by our application, the underlying protocol
and the hybrid approach we use for our experimentation. The results are pro-
posed in section 3. Section 4 describes related works and section 5 concludes.

2 Live Streaming Framework

2.1 Service Offered by the Application

The transport service provided by the application is transparent to its users,
letting them to be completely unaware of how the flow is being sent. At the

![Fig. 1. Offered service](image-url)
sender side, a source connects to a node and sends through it a data flow. After the other nodes, a sink obtains its flow from the node to which it is connected. Figure 1 illustrates this service model.

2.2 A Simple Protocol

We have kept protocol definition as independent as possible from the remainder of the software. Next we describe the one we have developed and included.

Inter-node communication is made by means of a peer-to-peer protocol. For every broadcasting network, one node will act as root, being the primary source of the data flow, while the others will receive it and possibly retransmit it.

To build the delivery tree five different control packets are used. A Request Packet is sent by a node who wants to join the network to the node to which it wants to be connected. If the latter can accept the connection, it answers with an Accept Packet, otherwise, a Forward Packet can be sent expressing that the node will not accept the connection and informing of other possible candidates. To measure the quality of the connection with another node, a node can send a Ping Packet, that will be answered with a Pong Packet, thus, permitting to work out the round trip time.

Joining Process Joining process is illustrated in Fig. 2. When a node wants to join the broadcast network, only the root is in its candidates list (C in the figure). At first, it sends a Request Packet to the root node. Usually, the root will not have any free slot, so it will answer with a Forward Packet, indicating that it is not able to directly treat the connection and informing how to reach its direct descendants. Consequently, the node will discard the root node and will add to C those received within the Forward Packet. Next, it sends Ping Packet, that will be probably answered with Pong Packets, to measure the quality of the candidates. In accordance with those RTTs, a new Request Packet will be sent to the best candidate. Again, if it has no free slot, it will answer with a Forward Packet and the process will still continue up to a node with a free slot will be contacted and answer with an Accept Packet, finishing the joining process.

![Fig. 2. Joining process](image-url)
Scalability Issues The protocol has been developed to test the software architecture with a maximum of simplicity, but also trying to keep the scalability of the system. In a strict sense, as the proposed joining procedure always starts by contacting the root, if the number of simultaneous joining nodes is very high, the root will become overcharged and therefore the system does not really scale up. However, instead of making every node to start by the same root, we can set, in the non-root nodes configuration, different nodes as root nodes.

2.3 Hybrid Prototype

To evaluate the quality of a protocol or a flow broadcasting application in general, the deployment of a big amount of nodes is necessary. In an ideal situation, we should have a host available for each node. However, as the desired number of nodes for a meaningful test is considerably high, in most of situations such a number of computers will not be available. As a workable solution, we can deploy the set of $N$ nodes on $M$ hosts, where $N >> M$. But if those nodes are located in the same machine or in machines close together, the experienced characteristics of network connections will not be realistic. To deal with this difference we have used a network topology model, composed of a set of nodes and delays between any two of them. For every node in the broadcasting network, we assign to it a node in the topology model, enabling us to obtain a simulated network delay between any pair of nodes. Whenever we receive a packet we simulate its corresponding network delay by waiting before we treat it. This system enables us to really test a broadcast network of a considerably high number of nodes without having to deploy them in a so big number of hosts.

3 Experimental Results

3.1 100 Nodes Joining Together

In this setting we have deployed a network of 101 nodes, where every fifth second one non-root node joins. 10 minutes after start time, we have stopped them all. All nodes where deployed on the same machine. During the experiment, the root has been sending a 40 bytes packet every 100 milliseconds.

Latency Our experiments have been based on measuring latency, considered as the time interval between the emission of a packet, just before it enters into the root node, and the reception of the packet at a receiver side, just after it go out from the corresponding non-root node. Theoretically, this time interval will be the result of $\text{latency} = \text{processing}(n_0) + \sum_{i=1}^{r} (\text{link}(n_{i-1}, n_i) + \text{processing}(n_i))$, where $n_0$ is the root node, $n_r$ the reception node, $n_i$ a node in the way from the root to the reception node, processing$(n_i)$ the processing time of the flow in $n_i$, and link$(n_i, n_j)$ the network delay between nodes $n_i$ and $n_j$. In our experiments we have simulated network delays, and, thus, also link times are produced in the host and processing times are incremented because of the cost of this simulation.
In Fig. 3, we can watch how latency is growing as the number of nodes receiving packets is incremented. To study performance, we have taken an arbitrary node, we have taken an arbitrary node, node 0, and observed how the latency experienced evolves. In Fig. 4 we can watch this evolution related with the number of nodes receiving data.

![Fig. 3. Minimal, average and maximal latency with number of nodes (to-100)](image1)

![Fig. 4. Node 0 latency with number of nodes (to-100)](image2)

We can observe that periodically latency is abruptly incremented to quickly recover its usual lower level. Figures 5 and 6 show this behavior in detail. Between 0 and 100 seconds, we can see this fast peaks, that surge from much lower values. At 200 seconds peaks have become greater and involve more blocked packets.

![Fig. 5. Node 0 latency and jitter between 0 and 100 seconds (to-100)](image3)

![Fig. 6. Node 0 latency and jitter between 200 and 210 seconds (to-100)](image4)

We think these peaks are caused by the way in which incoming packets are treated. Nodes are permanently waiting for incoming packets. But, as the system does not notify fast enough their arrival, when a node knows about them there are already several ones waiting to be treated. Those packets are treated, but the first has already waited a lot, the second a bit less, etc., until the last of them which almost has just arrived and so its delay is small. Once it has not other packets to treat, the node come back to wait for new packets and the initiative is passed to the operating system. It will not be notified about new packets until a certain quantity of them have arrived, and the same problem is repeated again.
The size of those jumps start about 0.7 seconds and goes to 5 seconds and further. As this component is much greater than network delays, we deduce that, in general, latencies in the broadcasting network will be basically determined by the processing capacity—or difficulty—of node hosts.

**Jitter** Another important characteristic in live streaming is jitter, that is, the variation of latency. Again, we start with the theoretical measurement: \( j \text{itter} = \frac{\partial \text{latency}}{\partial \text{time}} \), that is, the jitter is the derivative of the latency with respect to time. In practice, we just divide latency and time differences between a received packet and the next one: \( j \text{itter} = \frac{\Delta \text{latency}}{\Delta \text{time}} \).

In Figs. 7 and 8, we can see how there are constantly some very high peaks whether most of time relative increment is slightly under 0. Again, those latency peaks we talked about are causing the behavior of the jitter. Detailed graphs in Figs. 5 and 6 also show the jitter with its originating latency.

![Fig. 7. Average jitter with number of nodes (to-100)](image)

![Fig. 8. Maximal jitter with number of nodes (to-100)](image)

**3.2 10 Nodes Joining Together**

In this new setting 11 nodes have been deployed. Like before, 40 bytes data packets are sent by the root every 100 milliseconds for 10 minutes and all nodes, including root, are executed on the same machine.

We observe that all the 10 receivers are receiving packets during almost all the experiment and the resulting latency measures are more or less stable. Again the zigzag effect can be observed. We can watch in the detailed graph, in Fig. 9, referred to nodes 4, 3, 7, and 5 for the first 10 seconds, how the same pattern is repeated, keeping a jump size approximately of one second. Besides, we can also observe that jumps are practically simultaneous in the different nodes, as this effect is produced by the system that they share.

Figure 10 shows the topology created by the joining process. Nodes 4, 3, 7 and 5 form a path from root to a leaf. Looking again at Fig. 9, we observe how the interval between the latency experienced by a node and the latency experienced by its descendant stands stable. For every pair of nodes it stands with a fixed value \( l_{i,j} \), where \( 0.1 \text{s} < l_{i,j} < 1 \text{s} \). The most interesting of this jitter is that it will allow us to size the reception buffer quite accurately.
4 Related Work

A first article from Bawa, Deshpande and Garcia-Molina [1] focus on streaming media application with peer-to-peer approach. Their work result in an real application[2] that permits to multicast an audio flow to a number of receivers. It implements a peer-to-peer application-level multicast approach and uses the Gnutella protocol[3] to find appropriates nodes. Before introducing streaming over peer-to-peer, End System Multicast[4] propose an alternative to IP multicast with an application level overlay. Overcast[5] is another application-level multicasting system that could handle streaming but like the previous proposition, it relies on a long-lived infrastructure of dedicate hosts. Other important works dealing with streaming over peer-to-peer: ZIGZAG[6] relies on a complex clustering system; PROMISE [7] insists on the many-to-one scheme; CoopNet[8] is fully tied with the flow semantic; GnuStream[9] is a streaming layer to use over another peer-to-peer infrastructure; and SplitStream[10] distribution of the flows over all the participant but must take place on a structured peer-to-peer architecture. The feasibility of large-scale peer-to-peer live streaming is analysed with network traffic in [11].
5 Conclusion

We have achieved a framework that will permit to easily develop and test a flow broadcasting protocol. Protocol developing will be freed of other application building details. Resulting applications will have a testing scenario at its disposal where a high number of nodes can be deployed on a small number of hosts. When measuring the protocol efficiency we can see that a good stability can be reached with a reasonable number of nodes per host. The main contribution to latency and jitter is the zigzag effect, produced by the system and increased by its load.

New protocols should be developed, integrated in the software and tested. Such protocols should take into account possible network variations and have a dynamic vision of the network. Our application transparently gives a service of transmission to multiple receivers. Neither sender nor receivers are concerned about how we carry it out. However, sometimes is interesting to allow ends to exercise some kind of regulation. Therefore, we could modify the software architecture and the protocol to dynamically respond to user needs.

This work results of an internship continued the work Distribution pair à pair de flux audio carried out at LIP6 by the authors and Alejandro Rodríguez San José. Sources and documentation are available as a GPL Savannah nonmu project at http://savannah.nongnu.org/projects/fluxp2p. See http://savannah.nongnu.org/cvs/?group=fluxp2p to retrieve it from CVS.
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